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Australian labour force data

Total number of unemployed persons in Australia

Eight states and territories
▶ Six different groups of job search duration
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Hierarchical and grouped time series

A hierarchical time series is a collection of several time series that are linked
together in a hierarchical structure.

Total

A B

AA AB BA BB

A grouped time series does not naturally aggregate (or disaggregate) in a unique
manner.

Total

A B

AX AY BX BY

Total

X Y

AX BX AY BY
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Notation
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Almost all collections of time series with linear constraints can be written as
yt = Sbt

yt: vector of all time series at time t.
bt: vector of most disaggregated series at time t.
S: "summing matrix" containing the linear constraints.

Total

A B

AX AY BX BY

Total

X Y

AX BX AY BY

yt =



yTotal,t
yA,t
yB,t
yX,t
yY,t
yAX,t
yAY,t
yBX,t
yBY,t


=


1 1 1 1
1 1 0 0
0 0 1 1
1 0 1 0
0 1 0 1

I4


 yAX,t
yAY,t
yBX,t
yBY,t





Coherence

Coherence is the property that data adhere to the linear constraints.

Hierarchical forecasting problem

Observations naturally adhere to these linear constraints.

We can use any (independent) method to generate forecasts of all series, but in
general they will not be coherent.

Constraints should be imposed on the forecasts to ensure coherence.

Forecast reconciliation is a post-processing method that ensures forecasts of
multivariate time series adhere to known linear constraints.
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Linear forecast reconciliation

ỹh = SGŷh

ŷh: vector of initial h-step-ahead "base forecasts" made at time T.
G: matrix combining all base forecasts to form bottom-level reconciled forecasts.
S: summing matrix containing the linear constraints.
ỹh: vector of "coherent forecasts".

Single-level approaches

Bottom-Up: GBU = [Onb×na | Inb ].
Top-Down: GTD = [p | Onb×(n−1)] and

∑nb
i=1 pi = 1.

Minimum trace reconciliation

Problem: minimizing the trace of the covariance matrix Var (yh − ỹh).

Solution: G =
(
S′W−1

h S
)−1

S′W−1
h .

Wh estimators: OLS, WLSs, WLSv, MinT, MinTs. 10
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Different estimators of W

Reconciliation method Wh ∝
OLS (Hyndman et al. 2011) I
WLSs (Athanasopoulos et al. 2017) diag(S1)

WLSv (Hyndman et al. 2016) Diag
(
Ŵ1

)
MinT (Wickramasuriya et al. 2019) Ŵ1

MinTs (Wickramasuriya et al. 2019) λDiag
(
Ŵ1

)
+ (1 − λ)Ŵ1



Intuition behind W

The trace minimization problem can be reformulated as a linear equality constrained
least squares problem.

Optimization problem

min
ỹ

1

2
(ŷ − ỹ)′W−1(ŷ − ỹ)

s.t. ỹ = Sb̃

Generalized Least Squares problem.

The larger the estimated variance of the base forecast errors, the larger the
range of adjustments permitted for forecast reconciliation.

11



Some potential issues
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Disparities emerge due to the use of different estimates of W, making it
challenging to choose the "right" estimator.

Some series may experience deteriorations in reconciled forecasts, especially
those with poor forecasts.

The lack of use of in-sample information.
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How to achieve selection?

The purpose

ỹh = SGŷh
Eliminate the negative effect of some series on forecast reconciliation.

About G: Zero out some columns of G.

About S: Do not zero out the corresponding rows of S.


ỹTotal

ỹA

ỹB

ỹAA

ỹAB

ỹBA

ỹBB

 =


1 1 1 1
1 1 0 0
0 0 1 1
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 w11 0 w13 w14 w15 w16 w17

w21 0 w23 w24 w25 w26 w27

w31 0 w33 w34 w35 w36 w37

w41 0 w43 w44 w45 w46 w47




ŷTotal

ŷA

ŷB

ŷAA

ŷAB

ŷBA

ŷBB



14



How to achieve selection?

The purpose
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ỹBB

 =


1 1 1 1
1 1 0 0
0 0 1 1
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 w11 0 w13 w14 w15 w16 w17

w21 0 w23 w24 w25 w26 w27

w31 0 w33 w34 w35 w36 w37

w41 0 w43 w44 w45 w46 w47



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Method I: Regularized best-subset selection

Group best-subset selection with ridge regularization

min
G

1

2
(ŷ − SGŷ)′ W−1 (ŷ − SGŷ) + λ0

n∑
j=1

1 (G·j ̸= 0) + λ2 ∥vec (G)∥2
2

s.t. GS = Inb

1(·): the indicator function.

λ0 > 0: controls the number of nonzero columns of G selected.

λ2 ≥ 0: controls the strength of the ridge regularization.

SGŷ = vec (SGŷ) =
(
ŷ′ ⊗ S

)
vec(G).

15



Method I: Regularized best-subset selection

Big-M based MIP formulation (MIQP)

min
G,z,ě,g+

1

2
ě′W−1ě+ λ0

n∑
j=1

zj + λ2g
+′g+

s.t. GS = Inb ⇔
(
S′ ⊗ Inb

)
vec(G) = vec (Inb) · · · (C1)

ŷ −
(
ŷ′ ⊗ S

)
vec(G) = ě · · · (C2)

nb∑
i=1

g+i+(j−1)nb
⩽ Mzj, j ∈ [n] · · · (C3)

g+ ⩾ vec(G) · · · (C4)

g+ ⩾ − vec(G) · · · (C5)

zj ∈ {0, 1}, j ∈ [n] · · · (C6)

16



Method I: Regularized best-subset selection

Hyperparameter

ℓ0 regularization parameter

▶ λ1
0 = 1

2

(
ŷ − ỹbench

)′
W−1

(
ŷ − ỹbench

)
▶ λk

0 = 0.0001λ1
0

▶ Generate a grid of k + 1 values, λ0 = {λ1
0, . . . , λk

0, 0}, where

λj
0 = λ1

0

(
λk

0/λ1
0

)(j−1)/(k−1)
for j ∈ [k].

ℓ2 regularization parameter

▶ λ2 = {0, 10−2, 10−1, 100, 101, 102}

Tune the parameters to minimize the sum of squared reconciled forecast errors
on a truncated training set.
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Method II: Intuitive method

The MinT reconciliation matrix: G =
(
S′W−1

h S
)−1

S′W−1
h .

We utilize the MinT solution and assume Ḡ = (S′A′W−1AS)−1S′A′W−1.

S̄ = AS.

A = diag(z) is a diagonal matrix with zj ∈ {0, 1} for j ∈ [n].

Estimate the whole G =⇒ estimate A.

Intuitive method with L0 regularization

min
A

1

2

(
ŷ − SḠŷ

)′
W−1 (

ŷ − SḠŷ
)
+ λ0

n∑
j=1

Ajj

s.t. Ḡ = (S′A′W−1AS)−1S′A′W−1

ḠS = I

18



Method II: Intuitive method

Example

S <- rbind(c(1,1,1,1), c(1,1,0,0), c(0,0,1,1), diag(1,4))
W_inv <- diag(c(4,2,2,rep(1,4))) |> solve()
G <- solve(t(S) %*% W_inv %*% S) %*% (t(S) %*% W_inv) |> round(2)

A <- diag(c(1,0,rep(1, 5)))
G_bar <- solve(t(A %*% S) %*% W_inv %*% A %*% S) %*% (t(A %*% S) %*% W_inv) |> round(2)
list(G = G, G_bar = G_bar)

## $G
## [,1] [,2] [,3] [,4] [,5] [,6] [,7]
## [1,] 0.08 0.21 -0.04 0.71 -0.29 -0.04 -0.04
## [2,] 0.08 0.21 -0.04 -0.29 0.71 -0.04 -0.04
## [3,] 0.08 -0.04 0.21 -0.04 -0.04 0.71 -0.29
## [4,] 0.08 -0.04 0.21 -0.04 -0.04 -0.29 0.71
##
## $G_bar
## [,1] [,2] [,3] [,4] [,5] [,6] [,7]
## [1,] 0.14 0 -0.07 0.86 -0.14 -0.07 -0.07
## [2,] 0.14 0 -0.07 -0.14 0.86 -0.07 -0.07
## [3,] 0.07 0 0.21 -0.07 -0.07 0.71 -0.29
## [4,] 0.07 0 0.21 -0.07 -0.07 -0.29 0.71
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Method II: Intuitive method

MIP formulation (MIQP)

min
A,Ḡ,C,ě,z

1

2
ě′W−1ě+ λ0

n∑
j=1

zj

s.t. ḠS = I

ŷ −
(
ŷ′ ⊗ S

)
vec(Ḡ) = ě

ḠAS = I

Ḡ = CS′A′W−1

zj ∈ {0, 1}, j ∈ [n]

Hyperparameter (ℓ0 regularization parameter)

λ1
0 = 1

2

(
ŷ − ỹbench

)′
W−1

(
ŷ − ỹbench

)
, λk

0 = 0.0001λ1
0.

λ0 = {λ1
0, . . . , λk

0, 0}, where λj
0 = λ1

0

(
λk

0/λ1
0

)(j−1)/(k−1)
for j ∈ [k].
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1

2
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Method III: Group lasso method

Group lasso with the unbiasedness constraint

min
G

1

2
(ŷ − SGŷ)′ W−1 (ŷ − SGŷ) + λ

n∑
j=1

wj ∥G·j∥2

s.t. GS = Inb

λ ≥ 0: tuning parameter.

wj ̸= 0: penalty weight in order to make model more flexible.

21



Method III: Group lasso method

Second order cone programming formulation (SOCP)

min
G,ě,g+

1

2
ě′W−1

h ě+ λ
n∑
j=1

wjcj

s.t.
(
S′ ⊗ Inb

)
vec(G) = vec (Inb)

ŷ −
(
ŷ′ ⊗ S

)
vec(G) = ě

cj =

√√√√ nb∑
i=1

g+2
i+(j−1)nb

, j ∈ [n].

22



Method III: Group lasso method

Hyperparameter

Penalty weights: wj = 1/
∥∥∥Gbench

·j

∥∥∥
2
.

λ sequence.
▶ Ignoring the unbiasedness constraint,

λ1 = max
j=1,...,n

∥∥ −
(
(ŷ′ ⊗ S)·j∗

)′
W−1ŷ

∥∥
2
/wj

is the smallest λ value such that all predictors have zero coefficients, i.e., G = O.
▶ λk = 0.0001λ1.
▶ λ = {λ1, . . . , λk, 0}, where λj = λ1(λk/λ1)(j−1)/(k−1) for j ∈ [k].

23



Proposition 1
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Proposition 1

Under the assumption of unbiasedness, the count of nonzero column
entries of G (i.e., the number of time series selected for
reconciliation) is at least equal to the number of time series at the
bottom level. In addition, we can restore the full hierarchical
structure by aggregating/disaggregating the selected time series.

Total

A B

AA AB BA BB



Method IV: Empirical group lasso method

Empirical group lasso

min
G

1

2T

∥∥∥Y − ŶG′S′
∥∥∥2

F
+ λ

n∑
j=1

wj ∥G·j∥2

Y ∈ RT×n: a matrix comprising observations from all time series on the training
set in the structure.
Ŷ ∈ RT×n: a matrix of in-sample one-step-ahead forecasts for all time series.
λ ≥ 0: a tuning parameter.
wj ̸= 0: penalty weight assigned in G·j.

Standard group lasso problem

min
vec(G)

1

2T

∥∥∥vec(Y) − (S ⊗ Ŷ) vec
(
G′)∥∥∥2

2
+ λ

n∑
j=1

wj ∥G·j∥2
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Setup 1: Exploring the effect of model misspecification

Data generation

Bottom-level series:

bt = µt + γt + ηt

where

µt = µt−1 + vt + ϱt, ϱt ∼ N
(
0, σ2

ϱ I4
)

,

vt = vt−1 + ζt, ζt ∼ N
(
0, σ2

ζ I4
)

,

γt = −
s−1∑
i=1

γt−i + ωt, ωt ∼ N
(
0, σ2

ωI4
)

,

and ϱt, ζt, and ωt are errors independent of each other and over time.

27
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A B
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Setup 1: Exploring the effect of model misspecification

Other details

s = 4 for quarterly data, T + h = 180, h = 16.

σ2
ϱ = 2, σ2

ζ = 0.007, and σ2
ω = 7.

Initial values for µ0,v0, γ0, γ1, γ2 were generated independently from a
multivariate normal distribution with mean zero and covariance matrix, Σ0 = I4.

ηt is generated independently from an ARIMA(p, 0,q) process, where p and q
take values of 0 or 1 with equal probability.

The bottom-level series are aggregated for data at higher levels.

This process was repeated 500 times.

Base forecasts are generated using ETS models.

28
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Results (series A at the middle level is undermined)

Out-of-sample forecast results (RMSE) for the simulated data in Scenario B, Setup 1.

Appendix

The section provides additional results obtained in Section 4 and Section 5.

Table A1: Out-of-sample forecast results for the simulated data in Scenario B, Setup 1.

Top Middle Bottom Average
Method h=1 1–4 1–8 1–16 h=1 1–4 1–8 1–16 h=1 1–4 1–8 1–16 h=1 1–4 1–8 1–16
Base 9.6 10.7 12.6 15.6 12.1 14.4 15.3 17.0 4.2 4.9 5.9 7.5 7.2 8.5 9.6 11.4
BU –1.0 0.4 0.6 0.7 –47.7 –49.6 –43.6 –36.2 0.0 0.0 0.0 0.0 –23.0 –24.0 –19.8 –15.3
OLS 8.5 13.9 10.4 7.6 –28.2 –29.4 –26.7 –23.1 22.9 23.9 17.0 11.3 –4.2 –3.8 –4.2 –4.1
OLS-subset –0.5 0.5 0.6 0.7 –46.3 –49.0 –43.2 –35.9 2.2 1.0 0.7 0.5 –21.5 –23.4 –19.4 –15.0
OLS-intuitive –0.5 0.5 0.6 0.6 –46.5 –49.0 –43.2 –36.0 2.2 1.2 0.7 0.5 –21.6 –23.4 –19.4 –15.0
OLS-lasso –0.2 1.5 1.4 1.3 –46.9 –48.9 –43.1 –35.8 0.9 0.8 0.5 0.3 –22.1 –23.3 –19.3 –14.9
WLSs 12.1 18.6 14.0 10.2 –34.4 –35.1 –31.7 –26.9 15.6 17.0 12.0 8.0 –9.0 –8.0 –7.6 –6.5
WLSs-subset –0.1 1.2 1.1 1.1 –46.7 –48.8 –43.1 –35.8 1.5 1.1 0.8 0.6 –21.8 –23.2 –19.2 –14.8
WLSs-intuitive 0.0 1.2 1.0 0.9 –46.5 –48.8 –43.1 –35.9 1.7 1.3 0.9 0.6 –21.6 –23.1 –19.2 –14.9
WLSs-lasso –0.1 1.5 1.5 1.3 –46.7 –48.9 –43.1 –35.8 0.9 0.8 0.5 0.3 –22.0 –23.2 –19.3 –14.9
WLSv –0.8 2.3 1.8 1.6 –46.3 –47.9 –42.3 –35.2 1.6 1.9 1.2 0.8 –21.7 –22.2 –18.6 –14.4
WLSv-subset –0.7 1.3 1.4 1.4 –46.9 –48.7 –42.9 –35.6 1.0 1.0 0.8 0.6 –22.2 –23.1 –19.1 –14.7
WLSv-intuitive –0.4 1.5 1.4 1.2 –46.9 –48.6 –42.8 –35.6 0.9 1.2 0.9 0.7 –22.2 –23.0 –19.0 –14.7
WLSv-lasso –0.6 1.3 1.3 1.3 –47.2 –48.9 –43.0 –35.7 0.6 0.8 0.5 0.4 –22.4 –23.3 –19.2 –14.8
MinT 0.2 0.5 0.6 0.5 –47.5 –49.4 –43.5 –36.1 1.1 0.5 0.3 0.1 –22.3 –23.7 –19.6 –15.3
MinT-subset –0.1 0.8 0.9 0.9 –46.9 –49.1 –43.3 –36.0 1.7 0.9 0.5 0.3 –21.9 –23.4 –19.4 –15.1
MinT-intuitive 0.2 0.5 0.6 0.5 –47.5 –49.4 –43.5 –36.1 1.1 0.5 0.3 0.1 –22.3 –23.7 –19.6 –15.3
MinT-lasso –0.3 0.3 0.6 0.5 –47.6 –49.4 –43.5 –36.1 0.8 0.3 0.2 0.1 –22.5 –23.9 –19.7 –15.3
MinTs –0.3 0.3 0.4 0.4 –47.6 –49.5 –43.6 –36.2 0.7 0.2 0.1 0.0 –22.6 –23.9 –19.8 –15.3
MinTs-subset –0.8 0.5 0.8 0.8 –47.2 –49.2 –43.4 –36.0 1.0 0.7 0.4 0.3 –22.3 –23.6 –19.5 –15.1
MinTs-intuitive –0.3 0.3 0.4 0.4 –47.6 –49.5 –43.6 –36.2 0.7 0.2 0.1 0.0 –22.6 –23.9 –19.8 –15.3
MinTs-lasso –0.9 0.2 0.5 0.5 –47.7 –49.5 –43.6 –36.2 0.5 0.2 0.1 0.1 –22.8 –24.0 –19.8 –15.3
EMinT 2.2 2.9 2.5 1.7 –46.2 –48.1 –42.4 –35.3 3.6 2.9 2.0 1.1 –20.5 –21.9 –18.2 –14.3
Elasso 1.4 2.7 2.4 1.6 –46.4 –48.2 –42.4 –35.4 3.1 3.2 2.1 1.2 –20.9 –21.9 –18.2 –14.3

Note: The Base row shows the average RMSE of the base forecasts. Entries below this row indicate the percentage
decrease (negative) or increase (positive) in the average RMSE of the reconciled forecasts compared to the base forecasts.
The entries with the lowest values in each column are highlighted in blue. In each panel, the proposed methods are
indicated with a gray background, and methods that outperform the benchmark method are marked in bold.

1
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Results (series A at the middle level is undermined)

30

Proportion of time series being selected in Scenario B, Setup 1.

Table A2: Out-of-sample forecast results for the simulated data in Scenario C, Setup 1.

Top Middle Bottom Average
Method h=1 1–4 1–8 1–16 h=1 1–4 1–8 1–16 h=1 1–4 1–8 1–16 h=1 1–4 1–8 1–16
Base 25.0 30.3 30.9 32.3 6.3 7.3 8.6 10.8 4.2 4.9 5.9 7.5 7.8 9.2 10.3 12.0
BU –62.0 –64.4 –59.0 –51.5 –0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 –28.5 –30.2 –25.3 –19.8
OLS –34.8 –35.5 –33.5 –30.1 45.3 50.6 37.7 25.1 27.7 29.9 21.2 13.7 3.1 3.8 1.6 –0.2
OLS-subset –35.3 –41.9 –39.2 –35.0 43.9 39.5 29.5 19.6 27.1 23.6 16.8 10.9 2.4 –3.5 –4.2 –4.5
OLS-intuitive –41.2 –49.2 –45.5 –40.0 35.1 26.8 20.3 13.7 21.9 15.9 11.5 7.6 –4.0 –12.2 –10.9 –9.1
OLS-lasso –61.8 –63.6 –58.1 –50.9 0.4 1.3 1.3 0.7 0.3 0.8 0.6 0.4 –28.2 –29.3 –24.5 –19.2
WLSs –50.9 –52.4 –48.7 –43.3 17.6 20.0 14.5 9.3 9.6 11.3 7.7 4.9 –16.3 –16.7 –14.9 –12.5
WLSs-subset –61.8 –63.6 –58.1 –50.7 0.3 1.4 1.4 0.9 0.3 0.9 0.7 0.6 –28.2 –29.3 –24.4 –19.0
WLSs-intuitive –61.8 –63.8 –58.3 –50.9 0.0 1.0 1.0 0.7 0.3 0.7 0.6 0.5 –28.3 –29.5 –24.6 –19.2
WLSs-lasso –61.7 –63.5 –58.0 –50.7 0.5 1.5 1.4 0.9 0.3 0.9 0.7 0.5 –28.1 –29.2 –24.4 –19.1
WLSv –61.1 –63.4 –58.1 –50.8 1.0 1.7 1.3 0.8 0.7 1.0 0.6 0.4 –27.6 –29.1 –24.5 –19.2
WLSv-subset –61.9 –63.6 –58.2 –50.9 0.2 1.3 1.2 0.8 0.1 0.8 0.6 0.5 –28.3 –29.3 –24.5 –19.2
WLSv-intuitive –61.8 –63.8 –58.3 –51.0 0.0 1.1 1.1 0.6 0.1 0.6 0.5 0.4 –28.4 –29.5 –24.7 –19.3
WLSv-lasso –61.8 –63.9 –58.4 –51.1 0.2 0.9 0.9 0.5 0.1 0.5 0.4 0.3 –28.3 –29.6 –24.8 –19.4
MinT –62.1 –64.3 –58.9 –51.6 –0.2 0.6 0.5 0.2 0.8 0.5 0.3 0.1 –28.3 –29.9 –25.1 –19.8
MinT-subset –61.8 –63.7 –58.2 –50.9 0.4 1.2 1.3 0.8 0.8 1.0 0.7 0.5 –28.0 –29.3 –24.5 –19.2
MinT-intuitive –62.1 –64.3 –58.9 –51.6 –0.2 0.6 0.5 0.2 0.8 0.5 0.3 0.1 –28.3 –29.9 –25.1 –19.8
MinT-lasso –62.1 –64.4 –58.9 –51.5 –0.3 0.3 0.4 0.1 0.6 0.3 0.1 0.1 –28.4 –30.1 –25.2 –19.8
MinTs –62.2 –64.4 –59.0 –51.6 –0.3 0.3 0.4 0.1 0.4 0.3 0.1 0.0 –28.5 –30.1 –25.2 –19.8
MinTs-subset –62.0 –63.8 –58.4 –51.1 0.4 1.1 1.2 0.7 0.5 0.9 0.7 0.5 –28.2 –29.5 –24.6 –19.3
MinTs-intuitive –62.2 –64.4 –59.0 –51.6 –0.3 0.3 0.4 0.1 0.4 0.3 0.1 0.0 –28.5 –30.1 –25.2 –19.8
MinTs-lasso –62.2 –64.4 –58.9 –51.5 –0.2 0.3 0.4 0.1 0.2 0.2 0.1 0.0 –28.5 –30.1 –25.2 –19.8
EMinT –60.7 –63.5 –58.2 –51.0 2.5 2.9 2.3 1.3 3.6 2.9 2.0 1.1 –26.2 –28.3 –23.8 –18.9
Elasso –60.9 –63.6 –58.2 –51.1 2.3 2.8 2.3 1.3 3.1 3.1 2.1 1.2 –26.5 –28.3 –23.8 –18.9

Note: The Base row shows the average RMSE of the base forecasts. Entries below this row indicate the percentage
decrease (negative) or increase (positive) in the average RMSE of the reconciled forecasts compared to the base forecasts.
The entries with the lowest values in each column are highlighted in blue. In each panel, the proposed methods are
indicated with a gray background, and methods that outperform the benchmark method are marked in bold.

Table A3: Proportion of time series being selected after using the proposed reconciliation methods with
selection in Scenario B, Setup 1.

Top A B AA AB BA BB Summary
OLS-subset 0.55 0.04 0.41 0.74 0.78 0.79 0.83
OLS-intuitive 0.61 0.04 0.52 0.75 0.69 0.69 0.83
OLS-lasso 0.04 0.35 0.02 1.00 1.00 1.00 1.00
WLSs-subset 0.45 0.06 0.36 0.81 0.84 0.81 0.87
WLSs-intuitive 0.61 0.06 0.48 0.75 0.71 0.73 0.84
WLSs-lasso 0.02 0.33 0.02 1.00 1.00 1.00 1.00
WLSv-subset 0.54 0.29 0.46 0.91 0.94 0.86 0.89
WLSv-intuitive 0.59 0.32 0.53 0.82 0.86 0.77 0.86
WLSv-lasso 0.27 0.42 0.26 1.00 1.00 1.00 1.00
MinT-subset 0.69 0.64 0.66 0.95 0.96 0.90 0.90
MinT-intuitive 1.00 1.00 1.00 1.00 1.00 1.00 1.00
MinT-lasso 0.82 0.74 0.83 1.00 0.99 0.97 0.97
MinTs-subset 0.62 0.63 0.58 0.95 0.96 0.90 0.86
MinTs-intuitive 1.00 1.00 1.00 1.00 1.00 1.00 1.00
MinTs-lasso 0.68 0.75 0.68 1.00 1.00 1.00 1.00
Elasso 0.78 0.95 0.68 1.00 1.00 1.00 1.00

Note: the last column displays a stacked barplot for each method,
based on the total number of selected series data from 500 simulation
instances, with a darker sub-bar indicating a larger number.

2

Total

A B

AA AB BA BB



Setup 2: Exploring the effect of correlation

Data generation

Bottom-level series VAR(1):

bt = c+

[
A1 0
0 A2

]
bt−1 + εt,

where c is a constant vector with all entries set to 1, A1 and A2 are 2 × 2 matrices
with eigenvalues z1,2 = 0.6[cos(π/3) ± i sin(π/3)] and z3,4 = 0.9[cos(π/6) ± i sin(π/6)],
respectively, εt ∼ N (0, Σ), where

Σ =

[
Σ1 0
0 Σ2

]
, and Σ1 = Σ2 =

[
2

√
6ρ√

6ρ 3

]
,

and ρ ∈ {0, ±0.2, ±0.4, ±0.6, ±0.8}.

T + h = 101, h = 1.
The bottom-level series are aggregated for data at higher levels.
The process is repeated 500 times for each candidate correlation, ρ.
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Setup 2: Exploring the effect of correlation

Base forecasts are generated using ARMA models.
The constant term is omitted (Total, A, and BA) to introduce a slight bias.
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Results

Out-of-sample forecast results (RMSE) across various error correlations for simulation in Setup 2.

“poor” base forecasts and exclude them from reconciliation in this setup.

Table 4: Out-of-sample forecast results across various error correlations for simulation in Setup 2.

Top Middle Bottom Average
Method ρ=–0.8 –0.4 0 0.4 0.8 ρ=–0.8 –0.4 0 0.4 0.8 ρ=–0.8 –0.4 0 0.4 0.8 ρ=–0.8 –0.4 0 0.4 0.8
Base 2.4 2.9 3.4 4.1 4.0 1.5 1.8 2.1 2.4 2.5 1.5 1.5 1.5 1.5 1.4 1.6 1.8 2.0 2.1 2.1
BU –17.0 –9.0 –6.7 –7.0 –7.4 –6.8 0.4 4.8 5.7 2.8 0.0 0.0 0.0 0.0 0.0 –5.3 –1.9 –0.2 –0.1 –1.0
OLS –11.0 –8.2 –7.7 –8.2 –8.0 –3.5 –0.7 3.1 2.5 0.8 0.7 –0.6 –2.0 –2.3 –2.1 –2.8 –2.4 –1.8 –2.4 –2.7
OLS-subset –11.4 –8.4 –8.1 –8.4 –8.8 –3.7 –0.7 3.2 2.5 0.4 0.3 –0.8 –2.0 –1.7 –2.6 –3.2 –2.5 –1.9 –2.2 –3.2
OLS-intuitive –11.6 –8.0 –7.8 –8.0 –8.4 –3.6 –0.4 3.7 2.5 0.3 0.6 –0.2 –1.3 –0.4 –1.5 –3.0 –2.0 –1.3 –1.6 –2.8
OLS-lasso –19.2 –9.8 –7.2 –8.7 –8.2 –10.5 –1.7 2.9 2.4 0.8 –0.8 –0.8 –1.6 –2.3 –2.1 –7.1 –3.1 –1.6 –2.5 –2.8
WLSs –16.8 –11.1 –9.6 –10.4 –10.2 –8.1 –2.8 1.5 1.2 –0.4 –0.3 –1.1 –2.4 –2.9 –2.9 –5.7 –3.9 –3.0 –3.6 –4.0
WLSs-subset –17.3 –11.4 –9.9 –11.1 –10.8 –8.3 –2.8 1.4 0.7 –0.9 –0.7 –1.3 –2.4 –3.2 –3.3 –6.1 –4.0 –3.1 –4.1 –4.5
WLSs-intuitive –16.9 –11.5 –9.8 –10.0 –10.6 –8.5 –2.8 1.4 1.5 –0.7 –0.7 –1.2 –2.3 –2.7 –3.0 –6.1 –4.0 –3.0 –3.3 –4.3
WLSs-lasso –18.3 –11.1 –9.2 –10.5 –9.8 –9.3 –2.4 1.4 1.2 –0.1 –0.8 –1.0 –2.4 –2.9 –2.8 –6.6 –3.7 –2.9 –3.7 –3.7
WLSv –16.5 –11.9 –10.0 –10.6 –10.6 –7.6 –3.4 0.9 1.1 –0.5 –0.5 –1.2 –2.3 –2.9 –3.0 –5.7 –4.3 –3.2 –3.7 –4.2
WLSv-subset –16.8 –12.1 –9.8 –10.8 –10.7 –7.8 –3.5 1.1 1.2 –1.0 –1.1 –1.3 –2.2 –2.9 –3.2 –6.1 –4.4 –3.0 –3.7 –4.4
WLSv-intuitive –17.6 –12.6 –10.1 –10.5 –10.6 –8.7 –3.8 0.7 1.1 –0.8 –1.9 –1.5 –2.3 –3.0 –3.0 –7.0 –4.7 –3.3 –3.7 –4.3
WLSv-lasso –19.8 –11.6 –9.7 –10.5 –10.6 –10.5 –3.0 1.2 1.2 –0.5 –1.2 –1.1 –2.2 –2.9 –3.0 –7.5 –4.1 –3.0 –3.7 –4.2
MinT –25.4 –18.8 –12.4 –15.3 –12.6 –15.5 –7.0 0.0 –2.0 –2.0 –4.0 –4.6 –4.3 –5.8 –5.1 –11.4 –8.5 –5.0 –7.2 –6.0
MinT-subset –25.4 –18.8 –12.4 –15.3 –12.6 –15.5 –7.0 0.0 –2.0 –2.0 –4.0 –4.6 –4.3 –5.8 –5.1 –11.4 –8.5 –5.0 –7.2 –6.0
MinT-intuitive –25.4 –18.8 –12.4 –15.3 –12.6 –15.5 –7.0 0.0 –2.0 –2.0 –4.0 –4.6 –4.3 –5.8 –5.1 –11.4 –8.5 –5.0 –7.2 –6.0
MinT-lasso –25.4 –18.8 –12.4 –15.3 –12.6 –15.5 –7.0 0.0 –2.0 –2.0 –4.0 –4.6 –4.3 –5.8 –5.1 –11.4 –8.5 –5.0 –7.2 –6.0
MinTs –25.4 –17.7 –12.1 –14.2 –12.5 –16.1 –6.8 –0.8 –1.6 –2.4 –4.0 –4.6 –4.9 –5.9 –5.2 –11.6 –8.2 –5.4 –6.8 –6.2
MinTs-subset –25.2 –17.6 –12.1 –14.2 –12.5 –16.1 –6.8 –0.8 –1.6 –2.4 –3.9 –4.6 –4.9 –5.9 –5.2 –11.5 –8.2 –5.4 –6.8 –6.2
MinTs-intuitive –25.4 –17.7 –12.1 –14.2 –12.5 –16.1 –6.8 –0.8 –1.6 –2.4 –4.0 –4.6 –4.9 –5.9 –5.2 –11.6 –8.2 –5.4 –6.8 –6.2
MinTs-lasso –25.4 –17.6 –12.1 –14.2 –12.5 –16.1 –6.7 –0.8 –1.6 –2.4 –4.0 –4.6 –4.9 –5.9 –5.2 –11.6 –8.2 –5.4 –6.8 –6.2
EMinT –31.2 –19.8 –12.5 –14.1 –11.1 –22.9 –10.9 –2.4 –3.2 –1.0 –7.4 –7.3 –6.9 –7.5 –5.1 –16.4 –11.2 –6.9 –7.9 –5.3
Elasso –31.0 –19.1 –11.1 –13.6 –11.2 –22.7 –9.7 –1.8 –2.4 –1.7 –7.4 –7.2 –6.1 –5.7 –3.5 –16.3 –10.6 –6.0 –6.8 –4.9

Note: The Base row shows the average RMSE of the base forecasts. Entries below this row indicate the percentage decrease (negative) or increase
(positive) in the average RMSE of the reconciled forecasts compared to the base forecasts. The entries with the lowest values in each column are
highlighted in blue. In each panel, the proposed methods are indicated with a gray background, and methods that outperform the benchmark method are
marked in bold.

Table 4 summarizes the average RMSE of the base forecasts across various error correlations and the

percentage relative improvements in RMSE achieved by reconciliation methods relative to the base forecasts.

The results show that, for OLS, WLSs, and WLSv estimators, our proposed methods consistently dominate

or are equivalent to their respective benchmark methods at all levels. We should highlight the challenge

of identifying the “poor” base forecasts in this simulation design, given that the omission of the constant

term has minimal impact relative to the data variability. In addition, we observe that the MinT and MinTs

methods perform especially well and our methods provide results similar to these benchmark methods. This

is attributed to the use of in-sample covariance by MinT and MinTs, which allows for large adjustments in

reconciliation for base forecasts with high estimated error variance. Elasso forecasts are slightly worse than

EMinT, possibly due to the difficulty of identifying underperforming base forecasts in this simulation setup.

We have also considered alternative error correlation values, ρ = −0.6,−0.2,0.2,0.4, for this simulation

setting, but to save space, we do not present all results. The omitted results follow a similar pattern and are

available upon request.

In Table 5 and Table A5, we present the proportion of time series being selected using our proposed

methods. Table 5 shows that, for OLS, WLSs, and WLSv estimators, Subset and Intuitive methods are able

to exclude the series Total, A, and BA in some instances, in which small biases are introduced in model

fitting, while essentially retaining the remaining series. Subset methods outperform Intuitive methods in
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Results (Total, A, and BA)

Proportion of time series being selected in Setup 2, with the error correlation being -0.8.

selection. Lasso methods typically select all bottom-level series, given their tendency to yield dense estimates,

as discussed in Section 3.1. Elasso also selects all bottom-level series. When dealing with a high positive

error correlation, Table A5 shows that our methods still show potential for selection but it becomes somewhat

challenging to identify and exclude the series that should be omitted in reconciliation. Hence, our methods

are preferred, especially when the error correlation within the structure is negative.

Table 5: Proportion of time series being selected after using the proposed reconciliation methods with
selection in Setup 2, with the error correlation being -0.8.

Top A B AA AB BA BB Summary
OLS-subset 0.32 0.34 0.95 0.98 1 0.74 1.00
OLS-intuitive 0.58 0.52 0.93 0.97 1 0.61 0.97
OLS-lasso 0.61 0.34 0.38 1.00 1 1.00 1.00
WLSs-subset 0.27 0.40 0.98 1.00 1 0.73 1.00
WLSs-intuitive 0.49 0.57 0.96 1.00 1 0.74 0.99
WLSs-lasso 0.48 0.62 0.72 1.00 1 1.00 1.00
WLSv-subset 0.30 0.42 1.00 1.00 1 0.68 1.00
WLSv-intuitive 0.49 0.53 0.99 1.00 1 0.47 1.00
WLSv-lasso 0.35 0.70 0.85 1.00 1 1.00 1.00
MinT-subset 1.00 1.00 1.00 1.00 1 1.00 1.00
MinT-intuitive 1.00 1.00 1.00 1.00 1 1.00 1.00
MinT-lasso 1.00 1.00 1.00 1.00 1 1.00 1.00
MinTs-subset 0.87 0.85 1.00 1.00 1 0.85 1.00
MinTs-intuitive 1.00 1.00 1.00 1.00 1 1.00 1.00
MinTs-lasso 0.86 0.84 1.00 1.00 1 0.85 1.00
Elasso 0.94 0.79 0.93 1.00 1 1.00 1.00

Note: the last column displays a stacked barplot for each method,
based on the total number of selected series data from 500 simula-
tion instances, with a darker sub-bar indicating a larger number.

5 Applications

In this section we describe two empirical applications: Section 5.1 focuses on a grouped hierarchy built using

the Australian labour force survey data released by the Australian Bureau of Statistics, while Section 5.2

considers Australian domestic tourism flows with a natural geographic hierarchy.

5.1 Forecasting Australian labour force

The dataset from the Labour Force Survey was released by the Australian Bureau of Statistics, and comprises

monthly data on the number of unemployed persons in Australia from January 2010 to July 20231. To deal

with the few missing observations, we use linear interpolation. Analyzing unemployment data by labour

1The Labour Force Survey data is publicly available at https://www.abs.gov.au/statistics/labour/employment-and-unemployment/
labour-force-australia-detailed/aug-2023.
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Data description

Australian labour force

Monthly series from January 2010 to July 2023.

Hierarchy structure:
▶ Top: 1 series
▶ State and Territory (STT): 8 series
▶ Duration of job search (Duration): 6 series
▶ Duration × STT: nb = 48 series
▶ n = 63 series in total.

Test set: 2022 Aug-2023 Jul.
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Out-of-sample forecast performance (average RMSE)

Out-of-sample forecast results on a single test set (from August 2022 to July 2023).

Table A6: Out-of-sample forecast results on a single test set (from August 2022 to July 2023) for Australian
labour force data.

Top Duration STT Duration x STT Average
Method h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12
Base 18.5 13.6 18.3 28.3 11.8 12.7 13.9 16.9 6.7 6.0 6.0 6.3 2.3 2.6 2.7 2.9 4.1 4.1 4.4 5.1
BU –81.5 33.4 –19.9 –45.0 –30.7 –9.2 –7.9 –10.1 –12.9 –10.4 –13.4 –13.5 0.0 0.0 0.0 0.0 –17.1 –2.8 –5.9 –9.3
OLS –16.2 –14.2 –13.4 –10.4 2.5 –2.6 –2.7 –0.6 –1.8 –0.9 –1.9 0.3 6.7 5.1 5.1 4.9 2.1 0.7 0.4 1.1
OLS-subset –17.0 –2.1 –31.2 –38.4 2.0 –1.7 –5.0 –2.7 –2.7 –4.2 –8.6 –7.3 6.7 5.2 3.3 3.7 1.7 1.1 –3.5 –3.8
OLS-intuitive –79.6 –23.9 –31.9 –32.1 –13.0 0.4 –0.8 0.3 –8.9 4.9 7.0 13.2 6.3 12.3 12.4 11.6 –8.5 5.6 4.7 4.4
OLS-lasso –16.2 –14.2 –13.4 –10.4 2.5 –2.6 –2.7 –0.6 –1.8 –0.9 –1.9 0.3 6.7 5.1 5.1 4.9 2.1 0.7 0.4 1.1
WLSs –60.6 –29.4 –44.0 –38.6 –12.0 –7.6 –6.9 –5.9 –6.5 –8.1 –9.4 –8.0 3.2 1.7 1.7 1.6 –7.7 –4.4 –5.8 –5.9
WLSs-subset –61.6 –22.4 –47.3 –50.4 –12.0 –8.0 –10.5 –7.8 –6.6 –10.7 –14.3 –12.8 3.2 5.6 4.1 5.9 –7.8 –2.8 –6.7 –6.4
WLSs-intuitive –60.6 –29.4 –44.0 –38.6 –12.0 –7.6 –6.9 –5.9 –6.5 –8.1 –9.4 –8.0 3.2 1.7 1.7 1.6 –7.7 –4.4 –5.8 –5.9
WLSs-lasso –60.6 –29.4 –44.0 –38.6 –12.0 –7.6 –6.9 –5.9 –6.5 –8.1 –9.4 –8.0 3.2 1.7 1.7 1.6 –7.7 –4.4 –5.8 –5.9
WLSv –60.6 –29.1 –41.4 –36.6 –14.5 –8.7 –5.6 –4.8 –3.3 –6.8 –8.0 –7.0 5.5 2.6 2.6 3.1 –6.7 –4.0 –4.5 –4.6
WLSv-subset –51.6 –32.7 –36.6 –29.6 –18.3 –9.8 –10.5 –10.9 –1.1 –4.3 –8.1 –7.3 2.5 2.1 2.3 1.8 –7.9 –4.3 –5.8 –6.5
WLSv-intuitive –60.6 –29.1 –41.4 –36.6 –14.5 –8.7 –5.6 –4.8 –3.3 –6.8 –8.0 –7.0 5.5 2.6 2.6 3.1 –6.7 –4.0 –4.5 –4.6
WLSv-lasso –60.6 –29.1 –41.4 –36.6 –14.5 –8.7 –5.6 –4.8 –3.3 –6.8 –8.0 –7.0 5.5 2.6 2.6 3.1 –6.7 –4.0 –4.5 –4.6
MinTs –27.0 –21.1 –22.9 –21.8 –9.1 –7.9 –6.7 –4.6 –3.6 –9.0 –10.5 –7.6 7.7 3.7 3.0 3.4 –1.9 –3.3 –3.9 –3.1
MinTs-subset –41.4 –9.3 –17.8 –45.1 –12.2 –5.0 –8.2 –6.8 –6.1 –9.8 –7.1 –9.3 5.3 4.7 3.8 3.6 –5.3 –1.5 –3.0 –6.1
MinTs-intuitive –27.0 –21.1 –22.9 –21.8 –9.1 –7.9 –6.7 –4.6 –3.6 –9.0 –10.5 –7.6 7.7 3.7 3.0 3.4 –1.9 –3.3 –3.9 –3.1
MinTs-lasso –27.0 –21.1 –22.9 –21.8 –9.1 –7.9 –6.7 –4.6 –3.6 –9.0 –10.5 –7.6 7.7 3.7 3.0 3.4 –1.9 –3.3 –3.9 –3.1
EMinT –60.4 –14.0 1.4 –29.9 –6.0 12.0 10.7 –6.7 16.7 –0.9 –12.4 –21.0 23.3 17.2 16.7 10.1 7.7 10.8 9.0 –3.7
Elasso –4.2 –3.3 –22.3 –8.0 –19.7 –9.9 –19.9 –25.3 –24.6 –24.3 –22.6 –14.6 –10.8 –3.8 –0.2 –4.9 –15.7 –9.3 –11.4 –13.2
Note: The Base row shows the average RMSE of the base forecasts. Entries below this row indicate the percentage decrease (negative) or increase
(positive) in the average RMSE of the reconciled forecasts compared to the base forecasts. The entries with the lowest values in each column are
highlighted in blue. In each panel, the proposed methods are indicated with a gray background, and methods that outperform the benchmark method are
marked in bold.

Table A7: Number of time series selected using different proposed methods and the optimal parameter
values identified in the labour application, considering a single test set (from August 2022 to July
2023). The None row shows the original number of series in the structure.

Number of time series retained Optimal parameters
Top Duration STT Duration x STT Total λ λ0 λ2

None 1 6 8 48 63 - - -
OLS-subset 0 5 1 48 54 - 4.16 1.00
WLSs-subset 0 5 1 46 52 - 0.38 0.10
WLSv-subset 1 5 7 48 61 - 0.51 1.00
MinTs-subset 0 1 1 47 49 - 0.03 0.01
Elasso 1 5 2 3 11 213.59 - -

Table A8: Out-of-sample forecast results on a single test set (from January 2017 to December 2017) for
Australian domestic tourism data.

Top State Zone Region Average
Method h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12
Base 1158.2 716.6 1279.5 1907.6 452.7 323.3 349.9 424.8 165.5 163.6 160.7 179.7 100.8 89.4 88.2 94.1 148.3 127.9 133.1 152.1
BU 89.1 132.8 53.4 42.0 –4.6 10.3 17.0 19.7 1.1 –2.4 0.4 1.0 0.0 0.0 0.0 0.0 5.7 7.6 7.6 8.5
OLS –4.7 –0.4 0.5 1.4 –3.0 –3.9 –1.6 –1.5 –2.1 –4.2 –5.6 –7.5 1.0 –0.4 –1.9 –3.2 –1.0 –2.1 –2.7 –3.6
OLS-subset –4.7 8.0 –1.4 –14.1 –3.0 5.5 0.3 –7.9 –2.1 –1.5 –3.7 –8.7 1.0 1.7 –0.1 –2.3 –1.0 1.7 –1.2 –6.5
OLS-intuitive –4.7 –0.4 0.5 1.4 –3.0 –3.9 –1.6 –1.5 –2.1 –4.2 –5.6 –7.5 1.0 –0.4 –1.9 –3.2 –1.0 –2.1 –2.7 –3.6
OLS-lasso –4.7 –0.4 0.5 1.4 –3.0 –3.9 –1.6 –1.5 –2.1 –4.2 –5.6 –7.5 1.0 –0.4 –1.9 –3.2 –1.0 –2.1 –2.7 –3.6
WLSs 25.1 55.2 20.8 19.1 –15.8 –5.0 3.5 6.2 –5.9 –5.4 –4.7 –5.0 –0.2 –0.8 –1.6 –2.2 –3.0 –0.1 0.3 0.9
WLSs-subset 25.1 18.7 0.8 –7.8 –15.8 –2.7 –2.1 –6.2 –5.9 –4.1 –4.8 –8.5 –0.2 0.3 –1.0 –2.5 –3.0 –0.6 –2.1 –5.5
WLSs-intuitive 25.1 55.2 20.8 19.1 –15.8 –5.0 3.5 6.2 –5.9 –5.4 –4.7 –5.0 –0.2 –0.8 –1.6 –2.2 –3.0 –0.1 0.3 0.9
WLSs-lasso 25.1 55.2 20.8 19.1 –15.8 –5.0 3.5 6.2 –5.9 –5.4 –4.7 –5.0 –0.2 –0.8 –1.6 –2.2 –3.0 –0.1 0.3 0.9
WLSv 38.2 76.2 29.6 25.6 –17.4 –3.1 7.0 9.9 –5.0 –4.3 –3.1 –3.2 –4.2 –1.6 –1.8 –2.1 –3.9 1.3 2.0 2.8
WLSv-subset 38.2 34.5 10.7 8.5 –17.4 –8.8 –0.8 1.4 –5.0 –5.5 –5.3 –6.7 –4.1 –2.0 –2.6 –3.4 –3.9 –2.3 –2.0 –2.2
WLSv-intuitive 38.2 76.2 29.6 25.6 –17.4 –3.1 7.0 9.9 –5.0 –4.3 –3.1 –3.2 –4.2 –1.6 –1.8 –2.1 –3.9 1.3 2.0 2.8
WLSv-lasso 38.2 76.2 29.6 25.6 –17.4 –3.1 7.0 9.9 –5.0 –4.3 –3.1 –3.2 –4.2 –1.6 –1.8 –2.1 –3.9 1.3 2.0 2.8
MinTs 20.6 53.6 21.6 19.0 –22.2 –7.2 3.5 6.3 –12.1 –6.6 –5.1 –5.3 –5.3 –2.6 –2.8 –3.1 –8.6 –1.8 –0.3 0.4
MinTs-subset 20.6 20.0 6.4 5.6 –22.2 –11.3 –2.5 –0.1 –12.1 –7.5 –6.4 –7.8 –5.3 –2.9 –3.2 –3.9 –8.6 –4.5 –3.2 –3.3
MinTs-intuitive 20.6 53.6 21.6 19.0 –22.2 –7.2 3.5 6.3 –12.1 –6.6 –5.1 –5.3 –5.3 –2.6 –2.8 –3.1 –8.6 –1.8 –0.3 0.4
MinTs-lasso 20.6 53.6 21.6 19.0 –22.2 –7.2 3.5 6.3 –12.1 –6.6 –5.1 –5.3 –5.3 –2.6 –2.8 –3.1 –8.6 –1.8 –0.3 0.4
EMinT 116.5 97.8 –15.8 –13.7 149.4 114.5 63.5 47.5 108.4 68.4 60.6 54.2 122.1 103.1 90.2 78.2 123.2 93.9 67.9 55.5
Elasso –84.5 –50.4 –16.3 –16.4 –18.3 0.6 –9.0 –11.4 –7.8 –8.8 –7.5 –10.4 2.9 1.6 4.1 0.3 –10.2 –4.4 –3.2 –6.7
Note: The Base row shows the average RMSE of the base forecasts. Entries below this row indicate the percentage decrease (negative) or increase (positive) in
the average RMSE of the reconciled forecasts compared to the base forecasts. The entries with the lowest values in each column are highlighted in blue. In each
panel, the proposed methods are indicated with a gray background, and methods that outperform the benchmark method are marked in bold.
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Number of time series being selected

Number of time series being selected.

Table A6: Out-of-sample forecast results on a single test set (from August 2022 to July 2023) for Australian
labour force data.

Top Duration STT Duration x STT Average
Method h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12
Base 18.5 13.6 18.3 28.3 11.8 12.7 13.9 16.9 6.7 6.0 6.0 6.3 2.3 2.6 2.7 2.9 4.1 4.1 4.4 5.1
BU –81.5 33.4 –19.9 –45.0 –30.7 –9.2 –7.9 –10.1 –12.9 –10.4 –13.4 –13.5 0.0 0.0 0.0 0.0 –17.1 –2.8 –5.9 –9.3
OLS –16.2 –14.2 –13.4 –10.4 2.5 –2.6 –2.7 –0.6 –1.8 –0.9 –1.9 0.3 6.7 5.1 5.1 4.9 2.1 0.7 0.4 1.1
OLS-subset –17.0 –2.1 –31.2 –38.4 2.0 –1.7 –5.0 –2.7 –2.7 –4.2 –8.6 –7.3 6.7 5.2 3.3 3.7 1.7 1.1 –3.5 –3.8
OLS-intuitive –79.6 –23.9 –31.9 –32.1 –13.0 0.4 –0.8 0.3 –8.9 4.9 7.0 13.2 6.3 12.3 12.4 11.6 –8.5 5.6 4.7 4.4
OLS-lasso –16.2 –14.2 –13.4 –10.4 2.5 –2.6 –2.7 –0.6 –1.8 –0.9 –1.9 0.3 6.7 5.1 5.1 4.9 2.1 0.7 0.4 1.1
WLSs –60.6 –29.4 –44.0 –38.6 –12.0 –7.6 –6.9 –5.9 –6.5 –8.1 –9.4 –8.0 3.2 1.7 1.7 1.6 –7.7 –4.4 –5.8 –5.9
WLSs-subset –61.6 –22.4 –47.3 –50.4 –12.0 –8.0 –10.5 –7.8 –6.6 –10.7 –14.3 –12.8 3.2 5.6 4.1 5.9 –7.8 –2.8 –6.7 –6.4
WLSs-intuitive –60.6 –29.4 –44.0 –38.6 –12.0 –7.6 –6.9 –5.9 –6.5 –8.1 –9.4 –8.0 3.2 1.7 1.7 1.6 –7.7 –4.4 –5.8 –5.9
WLSs-lasso –60.6 –29.4 –44.0 –38.6 –12.0 –7.6 –6.9 –5.9 –6.5 –8.1 –9.4 –8.0 3.2 1.7 1.7 1.6 –7.7 –4.4 –5.8 –5.9
WLSv –60.6 –29.1 –41.4 –36.6 –14.5 –8.7 –5.6 –4.8 –3.3 –6.8 –8.0 –7.0 5.5 2.6 2.6 3.1 –6.7 –4.0 –4.5 –4.6
WLSv-subset –51.6 –32.7 –36.6 –29.6 –18.3 –9.8 –10.5 –10.9 –1.1 –4.3 –8.1 –7.3 2.5 2.1 2.3 1.8 –7.9 –4.3 –5.8 –6.5
WLSv-intuitive –60.6 –29.1 –41.4 –36.6 –14.5 –8.7 –5.6 –4.8 –3.3 –6.8 –8.0 –7.0 5.5 2.6 2.6 3.1 –6.7 –4.0 –4.5 –4.6
WLSv-lasso –60.6 –29.1 –41.4 –36.6 –14.5 –8.7 –5.6 –4.8 –3.3 –6.8 –8.0 –7.0 5.5 2.6 2.6 3.1 –6.7 –4.0 –4.5 –4.6
MinTs –27.0 –21.1 –22.9 –21.8 –9.1 –7.9 –6.7 –4.6 –3.6 –9.0 –10.5 –7.6 7.7 3.7 3.0 3.4 –1.9 –3.3 –3.9 –3.1
MinTs-subset –41.4 –9.3 –17.8 –45.1 –12.2 –5.0 –8.2 –6.8 –6.1 –9.8 –7.1 –9.3 5.3 4.7 3.8 3.6 –5.3 –1.5 –3.0 –6.1
MinTs-intuitive –27.0 –21.1 –22.9 –21.8 –9.1 –7.9 –6.7 –4.6 –3.6 –9.0 –10.5 –7.6 7.7 3.7 3.0 3.4 –1.9 –3.3 –3.9 –3.1
MinTs-lasso –27.0 –21.1 –22.9 –21.8 –9.1 –7.9 –6.7 –4.6 –3.6 –9.0 –10.5 –7.6 7.7 3.7 3.0 3.4 –1.9 –3.3 –3.9 –3.1
EMinT –60.4 –14.0 1.4 –29.9 –6.0 12.0 10.7 –6.7 16.7 –0.9 –12.4 –21.0 23.3 17.2 16.7 10.1 7.7 10.8 9.0 –3.7
Elasso –4.2 –3.3 –22.3 –8.0 –19.7 –9.9 –19.9 –25.3 –24.6 –24.3 –22.6 –14.6 –10.8 –3.8 –0.2 –4.9 –15.7 –9.3 –11.4 –13.2
Note: The Base row shows the average RMSE of the base forecasts. Entries below this row indicate the percentage decrease (negative) or increase
(positive) in the average RMSE of the reconciled forecasts compared to the base forecasts. The entries with the lowest values in each column are
highlighted in blue. In each panel, the proposed methods are indicated with a gray background, and methods that outperform the benchmark method are
marked in bold.

Table A7: Number of time series selected using different proposed methods and the optimal parameter
values identified in the labour application, considering a single test set (from August 2022 to July
2023). The None row shows the original number of series in the structure.

Number of time series retained Optimal parameters
Top Duration STT Duration x STT Total λ λ0 λ2

None 1 6 8 48 63 - - -
OLS-subset 0 5 1 48 54 - 4.16 1.00
WLSs-subset 0 5 1 46 52 - 0.38 0.10
WLSv-subset 1 5 7 48 61 - 0.51 1.00
MinTs-subset 0 1 1 47 49 - 0.03 0.01
Elasso 1 5 2 3 11 213.59 - -

Table A8: Out-of-sample forecast results on a single test set (from January 2017 to December 2017) for
Australian domestic tourism data.

Top State Zone Region Average
Method h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12 h=1 1–4 1–8 1–12
Base 1158.2 716.6 1279.5 1907.6 452.7 323.3 349.9 424.8 165.5 163.6 160.7 179.7 100.8 89.4 88.2 94.1 148.3 127.9 133.1 152.1
BU 89.1 132.8 53.4 42.0 –4.6 10.3 17.0 19.7 1.1 –2.4 0.4 1.0 0.0 0.0 0.0 0.0 5.7 7.6 7.6 8.5
OLS –4.7 –0.4 0.5 1.4 –3.0 –3.9 –1.6 –1.5 –2.1 –4.2 –5.6 –7.5 1.0 –0.4 –1.9 –3.2 –1.0 –2.1 –2.7 –3.6
OLS-subset –4.7 8.0 –1.4 –14.1 –3.0 5.5 0.3 –7.9 –2.1 –1.5 –3.7 –8.7 1.0 1.7 –0.1 –2.3 –1.0 1.7 –1.2 –6.5
OLS-intuitive –4.7 –0.4 0.5 1.4 –3.0 –3.9 –1.6 –1.5 –2.1 –4.2 –5.6 –7.5 1.0 –0.4 –1.9 –3.2 –1.0 –2.1 –2.7 –3.6
OLS-lasso –4.7 –0.4 0.5 1.4 –3.0 –3.9 –1.6 –1.5 –2.1 –4.2 –5.6 –7.5 1.0 –0.4 –1.9 –3.2 –1.0 –2.1 –2.7 –3.6
WLSs 25.1 55.2 20.8 19.1 –15.8 –5.0 3.5 6.2 –5.9 –5.4 –4.7 –5.0 –0.2 –0.8 –1.6 –2.2 –3.0 –0.1 0.3 0.9
WLSs-subset 25.1 18.7 0.8 –7.8 –15.8 –2.7 –2.1 –6.2 –5.9 –4.1 –4.8 –8.5 –0.2 0.3 –1.0 –2.5 –3.0 –0.6 –2.1 –5.5
WLSs-intuitive 25.1 55.2 20.8 19.1 –15.8 –5.0 3.5 6.2 –5.9 –5.4 –4.7 –5.0 –0.2 –0.8 –1.6 –2.2 –3.0 –0.1 0.3 0.9
WLSs-lasso 25.1 55.2 20.8 19.1 –15.8 –5.0 3.5 6.2 –5.9 –5.4 –4.7 –5.0 –0.2 –0.8 –1.6 –2.2 –3.0 –0.1 0.3 0.9
WLSv 38.2 76.2 29.6 25.6 –17.4 –3.1 7.0 9.9 –5.0 –4.3 –3.1 –3.2 –4.2 –1.6 –1.8 –2.1 –3.9 1.3 2.0 2.8
WLSv-subset 38.2 34.5 10.7 8.5 –17.4 –8.8 –0.8 1.4 –5.0 –5.5 –5.3 –6.7 –4.1 –2.0 –2.6 –3.4 –3.9 –2.3 –2.0 –2.2
WLSv-intuitive 38.2 76.2 29.6 25.6 –17.4 –3.1 7.0 9.9 –5.0 –4.3 –3.1 –3.2 –4.2 –1.6 –1.8 –2.1 –3.9 1.3 2.0 2.8
WLSv-lasso 38.2 76.2 29.6 25.6 –17.4 –3.1 7.0 9.9 –5.0 –4.3 –3.1 –3.2 –4.2 –1.6 –1.8 –2.1 –3.9 1.3 2.0 2.8
MinTs 20.6 53.6 21.6 19.0 –22.2 –7.2 3.5 6.3 –12.1 –6.6 –5.1 –5.3 –5.3 –2.6 –2.8 –3.1 –8.6 –1.8 –0.3 0.4
MinTs-subset 20.6 20.0 6.4 5.6 –22.2 –11.3 –2.5 –0.1 –12.1 –7.5 –6.4 –7.8 –5.3 –2.9 –3.2 –3.9 –8.6 –4.5 –3.2 –3.3
MinTs-intuitive 20.6 53.6 21.6 19.0 –22.2 –7.2 3.5 6.3 –12.1 –6.6 –5.1 –5.3 –5.3 –2.6 –2.8 –3.1 –8.6 –1.8 –0.3 0.4
MinTs-lasso 20.6 53.6 21.6 19.0 –22.2 –7.2 3.5 6.3 –12.1 –6.6 –5.1 –5.3 –5.3 –2.6 –2.8 –3.1 –8.6 –1.8 –0.3 0.4
EMinT 116.5 97.8 –15.8 –13.7 149.4 114.5 63.5 47.5 108.4 68.4 60.6 54.2 122.1 103.1 90.2 78.2 123.2 93.9 67.9 55.5
Elasso –84.5 –50.4 –16.3 –16.4 –18.3 0.6 –9.0 –11.4 –7.8 –8.8 –7.5 –10.4 2.9 1.6 4.1 0.3 –10.2 –4.4 –3.2 –6.7
Note: The Base row shows the average RMSE of the base forecasts. Entries below this row indicate the percentage decrease (negative) or increase (positive) in
the average RMSE of the reconciled forecasts compared to the base forecasts. The entries with the lowest values in each column are highlighted in blue. In each
panel, the proposed methods are indicated with a gray background, and methods that outperform the benchmark method are marked in bold.
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Conclusions

Four methods to achieve series selection in forecast reconciliation.
▶ Regularized best-subset selection
▶ Intuitive method
▶ Group lasso method
▶ Empirical group lasso method

*-Subset and Elasso methods are suggested.
▶ Reduce the disparities arising from using different estimates of W.
▶ Especially effective when dealing with model misspecification issues.
▶ When no apparent model misspecification is present, *-Subset and Elasso methods

perform well compared to benchmarks.

Solving L0-regularized regression problems with additional constraints remains a
challenge.
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